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We investigated the role that knowledge activation and sentence mapping play in how readers represent fictional characters' emotional states. The subjects read stories that described concrete actions, such as a main character stealing money from a store where his best friend worked and later learning that his friend had been fired. By manipulating the content of the stories (i.e. writing stories that implied different emotional states), we affected what emotional knowledge would be activated. Following each story, the subjects read a target sentence that contained an emotion word. By manipulating the emotion word in each target sentence (i.e. whether it matched vs mismatched the emotional state implied by the story), we affected how easily subjects could map the target sentence onto their developing mental structures. In Experiment 1, we further isolated the role of knowledge activation from the role of sentence mapping with a density manipulation. When the subjects read many emotional stories, they more widely activated their knowledge of emotional states. Using a proportionality manipulation in Experiment 2, we demonstrated that this result was not due to the subjects' strategies.

INTRODUCTION

Consider the following fictional story:

Joe worked at the local 7–11 store, to get spending money while in school. One night, his best friend, Tom, came in to buy a soda. Joe needed to go back to the storage room for a second. While he was away, Tom noticed...
A reader who successfully comprehends this story will build a mental representation of it. How are such mental representations built? According to Gernsbacher (1990), reading stories activates memory nodes, which represent previously stored knowledge. Memory nodes are the building blocks of mental “structures”, which are built by mapping incoming information (e.g. sentences) onto a mental structure. Similarly, according to Kintsch (1988), comprehension involves the mental processes of “construction” (activation of previously stored knowledge) and “integration” (a process that combines the activated knowledge with the information provided by the story). Thus, common to models of story comprehension is the idea that readers activate previously stored knowledge and use that knowledge to map incoming sentences onto their developing mental representations.

While reading the story about Joe, Tom and the 7-11 store, readers might activate various types of previously stored knowledge to construct their mental structures. Perhaps they activate previously stored spatial knowledge (Glenberg, Meyer & Lindem, 1987; Mani & Johnson-Laird, 1982; Morrow, Bower & Greenspan, 1989; Morrow, Greenspan & Bower, 1987). If so, then reading the sentence, *While Joe was away, Tom noticed the cash register was open [and] quickly took a ten dollar bill*, might stimulate readers to activate knowledge about the typical spatial layout of convenience stores. With that knowledge activated, they might map onto their mental structures a representation of the 7-11 store such that Tom could not be seen by Joe when Tom was in the storage room and Joe was near the cash register.

Perhaps readers also activate temporal knowledge (Anderson, Garrod & Sanford, 1983). If so, then reading the expression, *Later that week, [Tom learned that Joe had been fired …]*, might stimulate readers to activate knowledge about the activities that can occur within the period, *one week*. With that knowledge activated, they might map onto their mental structures a mental time-frame for the story that allows other events to occur between the time when Tom took the ten dollar bill and the time he learned that Joe had been fired (e.g. Joe’s boss learned of the missing cash).

In Gernsbacher, Goldsmith and Robertson (1992), we investigated whether readers activate another type of knowledge while comprehending stories: We investigated whether readers activate knowledge about human emotions and use that activated knowledge to build mental representations of fictional characters’ emotional states. If so, then reading the sentence, *Later that week, Tom learned that Joe had been fired from the 7-11 store because his cash had been low one night*, might stimulate readers to activate knowledge of how someone feels when he finds out that his best friend was fired for something he did. With that knowledge activated, they might map onto their mental structures a representation of the fictional character Tom feeling the emotional state, *guilt*.

In Gernsbacher et al. (1992), we tested this hypothesis. We began by writing 24 experimental stories. Each experimental story was intended to stimulate readers to activate knowledge about a particular emotional state. But, importantly, these emotional states were implied without explicit mention of any emotion. The experimental stories did describe concrete actions, such as Tom going to the 7-11 store, Joe going to the storage room, Tom taking the ten dollar bill, and Tom learning that Joe had been fired. But never was there any mention of emotion until a final “target” sentence.

A target sentence occurred after the main body of each of the 24 experimental stories. Each target sentence contained an emotion word, e.g. *guilt*, as in *It would be weeks before Tom’s guilt would subside*. We manipulated whether the emotion word in the target sentence matched the emotional state implied in the story (e.g. *guilt*) or whether the emotion word mismatched the emotional state implied in the story (e.g. *pride*).

In addition to the 24 experimental stories, each subject read 24 filler stories. The filler stories were written in the same style as the experimental stories, but the filler stories were not intended to activate information about any emotional state; they were relatively neutral, for example:

> Today was the day Tyler was going to plant a garden. He put on his work clothes and went out to the shed to get the tools. The ground was all prepared so he began planting right away. It was a small garden, but then he didn’t really need a large one. It was large enough to plant a few of his favourite vegetables. Maybe this year he’d plant some flowers, too.

A filler story preceded each experimental story (i.e. the subjects read a filler story before reading each experimental, emotional story).

In our first experiment (Gernsbacher et al., 1992), the mismatching emotion words were what we called the “perceived converses” of the matching emotion words. By this we meant that the matching and mismatching emotion words were opposite along one important dimension, but they were almost identical along other dimensions. The dimension along which they were opposite was their affective valence: One emotion word had a negative affective valence (e.g. *guilt*) and the other had a positive affective valence (e.g. *pride*). The dimensions along which they were almost identical were their intensity, duration, relevance to self vs
others, temporal reference (to events in the past, present or future), and so forth (Frijda, 1986). The 12 pairs of converse emotional states were as follows: guilt-pride, boredom-curiosity, sadness-joy, shyness-confidence, restlessness-contentment, fear-boldness, depression-happiness, disgust-admiration, envy-sympathy, callousness-care, despair-hope and anger-gratitude.

For each pair of converse emotional states, we wrote two stories. For one story, one member of the converse states matched, whereas the other member mismatched; for the other story, the opposite was true. For instance, we wrote two stories for the pair guilt-pride. The story for which guilt matches and pride mismatches was illustrated above. The other story, for which pride matches and guilt mismatches, was the following:

Paul had always wanted his brother, Luke, to be good in baseball. So Paul had been coaching Luke after school for almost two years. In the beginning, Luke’s skills were very rough. But after hours and hours of coaching, Paul could see great improvement. In fact, the improvement had been so great that at the end of the season, at the Little League Awards Banquet, Luke’s name was called out to receive the Most Valuable Player Award.

For this story, a target sentence with a matching emotion word would be It would be weeks before Paul’s pride would subside, whereas a target sentence with a mismatching emotion word would be It would be weeks before Paul’s guilt would subside.

We measured how long subjects needed to read each story’s target sentence, and the subjects’ mean reading times are displayed in the two leftmost bars of Fig. 1. As the two leftmost bars illustrate, the subjects read the target sentences considerably more rapidly when they contained an emotion word that matched the emotional state implied in the story as opposed to when the target sentences contained an emotion word that mismatched the emotional state implied in the story.

In another, previously unreported experiment, we altered the nature of the mismatching emotion words. In this experiment, the mismatching emotion words were not converses of the matching emotion words (as they had been in the first experiment of Gernsbacher et al., 1992). Rather, in this experiment, the matching and mismatching emotion words were dissimilar along the dimensions that the converses shared, as well as being opposite in their affective valence (i.e. negative vs positive).

For instance, following the story about Tom and the 7–11 store, a target sentence with a matching emotion word would be, It would be weeks before Tom’s guilt would subside, just as it was in the first experiment of Gernsbacher et al. (1992). But a target sentence with a mismatching emotion word would be, It would be weeks before Tom’s hope would subside. Notice that hope (a mismatching emotion word) has the opposite affective valence of guilt (the matching emotion word), but hope and guilt are not converses. In this experiment, the emotional states were paired in the following way: guilt–hope, pride–shyness, envy–joy, sympathy–anger, disgust–gratitude, admiration–callousness, care–restlessness, despair–contentment, happiness–fear, curiosity–sadness, confidence–depression and boredom–boldness.

The results of this experiment are displayed in the two middle bars of Fig. 1. As the two middle bars illustrate, the subjects read the target sentences considerably more rapidly when they contained matching as opposed to mismatching emotion words. However, the subjects read the mismatching target sentences more rapidly in this experiment than they did in the first experiment. Recall that the difference between these two experiments was the nature of the mismatching emotion words: In the first experiment, the mismatching emotion words were the converses of the matching emotion words (e.g. guilt–pride); in this experiment, the matching and mismatching emotion words were opposite in affective valence and dissimilar along the dimensions that the converses shared (e.g. guilt–hope).
In a third experiment (Gernsbacher et al., 1992, experiment 2), we again altered the nature of the mismatching emotion words. In this experiment, the mismatching emotion words were the same affective valence as the matching emotion words, although the mismatching emotion words were less appropriate than the matching emotion words. For instance, following the story about Tom and the 7–11 store, a mismatching target sentence was *It would be weeks before Tom's shyness would subside*. Notice that *shyness* (a mismatching emotion word) has the same affective valence as *guilt* (the matching emotion word); however, given the knowledge of how someone feels when he finds out that his best friend was fired for something he did, *shyness* is a less likely emotional state than *guilt*. In this experiment, the emotional states were paired in the following way: guilt–shyness, pride–curiosity, boredom–anger, restlessness–disgust, depression–fear, callousness–despair, sadness–envy, joy–boldness, sympathy–happiness, care–contentment, hope–admiration and gratitude–confidence.

The results of this experiment are displayed in the two rightmost bars of Fig. 1. The subjects again read the target sentences more rapidly when they contained matching as opposed to mismatching emotion words, as we found in our other two experiments. However, the subjects read the mismatching target sentences more rapidly in this experiment than they did in the other two experiments.

The striking similarity among the three sets of data illustrated in Fig. 1 lies in the subjects' reading times for the matching target sentences. In each experiment, the subjects read the matching target sentences at approximately the same rate, regardless of the nature of the mismatching target sentences. The striking difference among these three sets of data lies in the subjects' reading times for the mismatching sentences. The more disparate the mismatching emotion words were to the implied emotional states, the more slowly the subjects read the target sentences containing those mismatching emotion words. When the mismatching emotion words were the converses of the implied emotional states, the subjects read the target sentences most slowly; when the mismatching emotion words were opposite in affective valence but not converses, the subjects read the target sentences less slowly; and when the mismatching emotion words were the same affective valence as the implied emotional states, the subjects read the target sentences most rapidly, although not as rapidly as they read target sentences containing matching emotion words.

We suggest that these data illustrate both the role that knowledge activation and the role that sentence mapping play in readers' representations of fictional characters' emotional states. By manipulating the content of the stories (i.e. writing stories that implied different emotional states), we affected what emotional knowledge would be activated. Other data that we collected demonstrated that the stories (without the target sentences) were indeed powerful sources of knowledge activation.1 By manipulating the content of the target sentences, we affected how easily the subjects could map the target sentences onto their developing mental structures. When the target sentences contained matching emotion words, they were easiest to map – presumably because the knowledge activated by the stories and the content of the target sentences cohered. When the target sentences contained mismatching, and, in particular, converse emotional words, they were least easy to map – presumably because the knowledge activated by the stories and the content of the target sentences were incoherent. Target sentences that contained mismatching emotion words that were opposite in valence to the implied emotional states and target sentences that contained mismatching emotion words that were the same valence but less likely than the implied emotional states fell between those two extremes, in terms of subjects' ease in sentence mapping.

Although our previous experiments illustrated the roles that knowledge activation and sentence mapping play in how readers mentally represent fictional characters' emotional states, our previous experiments did not distinguish these two roles. The experiments we report here do. In our first experiment, we isolated the role that knowledge activation plays by

---

1In the third experiment of Gernsbacher et al. (1990), we employed a laboratory task that many cognitive psychologists argue reflects only what is currently activated in readers' mental representations; it does not reflect how easily a stimulus (such as a target sentence) can be used to construct a representation. The task is simply to pronounce a printed word as rapidly as possible. Pronouncing a printed word is such an easy task that subjects do not attempt to integrate the word into their mental representations; they simply pronounce it as fast as they can. Including filler words that are unrelated to the stories (which we did) further discourages subjects from attempting to interpret the words vis-à-vis the ongoing story (Balota & Chumbley, 1984; Chumbley & Balota, 1984; Keenan, Ports, Golding & Jennings, 1990; Lucas, Tanenhaus & Carlson, 1990; Seidenberg, Waters, Sanders & Langer, 1984).

The subjects in the third experiment of Gernsbacher et al. (1992) read the same stories as the subjects read in the reading time experiments. However, unlike the reading time experiments, the experimental stories in the pronunciation task experiment were not followed by a target sentence that contained a matching or mismatching emotion word. Instead, at different points during both the experimental and filler stories, target words appeared on the screen, and the subjects' task was simply to pronounce each target word as rapidly as possible.

During each experimental story, two words appeared. One was a filler word, which was unrelated to the story, but the other was an emotion word that either matched or mismatched the implied emotional state, and it appeared immediately after the subjects had read the last line of the story; for instance, after the subjects had read *Later that week, Tom learned that Joe had been fired from the 7–11 store because his cash had been low one night*, the target word *guilt* or *pride* appeared on the screen. We found that target words were pronounced reliably more rapidly when they matched (e.g. *guilt*) as opposed to mismatched (e.g. *pride*) the characters' implied emotional states.
manipulating the number of emotional stories that our subjects read. We assumed that the subjects' knowledge of emotional states would be more activated when they read more emotional stories than when they read fewer emotional stories. This greater activation of emotional knowledge should affect the subjects' reading time – but only to the mismatching sentences. We explain this prediction in the next section.

**EXPERIMENT 1**

In our previous experiments, all of the subjects read 48 total stories. Half the stories (24) were experimental, emotional stories, and half were non-emotional, filler stories. In Experiment 1, we manipulated how frequently emotional stories occurred in the experiment. There were two conditions. In the high-density condition, 36 of the 48 stories were emotional stories, and only 12 were non-emotional, filler stories. In the low-density condition, only 12 of the 48 stories were emotional stories, and 36 were non-emotional, filler stories.

The data we analyzed were reading times to the target sentences in the “common” set of 12 emotional stories (i.e. the 12 emotional stories that occurred in both the high- and low-density conditions). Of these 12 emotional stories, half had target sentences with matching emotion words, and half had target sentences with mismatching emotion words. The mismatching emotion words were the converses of the matching emotion words (e.g. guilt and pride), as they had been in the first experiment of Gernsbacher et al. (1992).

We predicted that the density manipulation would not affect reading times to the matching target sentences. This is because information about the implied (matching) emotional states would already be highly activated by the content of the stories; therefore, the matching emotional states could not be “helped” by the greater activation of emotional knowledge produced by the higher density of emotional stories. Neither could the activation level of the matching emotional states be “hurt” by the lesser activation of emotional knowledge produced by the lower density of emotional stories.

In contrast, we predicted that the density manipulation would affect reading times to the mismatching target sentences. This is because reading many emotional stories should greatly activate subjects’ knowledge about emotional states; if so, even converse emotional states should be more activated when subjects read more emotional stories than when they read fewer. Therefore, we predicted that the mismatching sentences would be read more rapidly in the high-density condition than in the low-density condition (because the mismatching emotional states would be more activated in the high-density condition than in the low-density condition).

This predicted effect of the density manipulation on subjects’ reading times for the mismatching sentences could not be attributable to ease in mapping. The mismatching sentences were the same in the high- and low-density conditions; therefore, any difference in reading times to the mismatching sentences must be a function of information that was already activated. And because the 12 common experimental stories (which preceded the target sentences) were the same in the high- and low-density conditions, any difference in knowledge activation must arise from sources beyond those stories (i.e. the filler emotional stories). We can observe the role of sentence mapping only by comparing conditions in which the target sentences (or experimental stories) differed. In Experiment 1, that comparison was provided by the matching vs mismatching emotion word manipulation.

Thus, in Experiment 1, we hoped to observe the role of knowledge activation by observing the effects of the density manipulation (high vs low). We hoped to observe the role of sentence mapping by observing the effects of the emotion word manipulation (matching vs mismatching).

**Method**

**Subjects** The subjects were 160 University of Oregon undergraduates who participated as one means of fulfilling a course requirement. All were native American English speakers, and no subject participated in more than one of the experiments described in this paper. Eighty subjects were randomly assigned to the high-density condition, and 80 subjects were randomly assigned to the low-density condition.

**Materials.** Our stimuli included the 24 emotional stories used in the first experiment of Gernsbacher et al. (1992). We selected 12 of these emotional stories for the common set of emotional stories (the 12 emotional stories that occurred in both the high- and low-density conditions). For the high-density condition, we wrote 12 additional emotional stories.

There were four target sentences for each pair of 12 common emotional stories. Two of the four target sentences shared their sentence frame, e.g. **It would be weeks before Tom's guilt would subside and It would be weeks before Tom's pride would subside.** The other two target sentences also shared their sentence frame, e.g. **Hearing that made Tom very guilty and Hearing that made Tom very proud.** We needed four target sentences so that we would not be forced to repeat target sentences when we presented both stories (e.g. the story about Joe, Tom and the 7-11 store that implied guilt and the story about Paul, Luke and the Little League Banquet that implied pride).
Thus, all the subjects read the story about Tom, Joe and the 7-11 store, but 25% of the subjects read It would be weeks before Tom's guilt would subside, 25% read It would be weeks before Tom's pride would subside, 25% read Hearing that made Tom very guilty, and 25% read Hearing that made Tom very proud. Similarly, all of the subjects read the story about Paul, Luke and the Little League Awards Banquet, but 25% of the subjects read It would be weeks before Paul's pride would subside, 25% read It would be weeks before Paul's guilt would subside, 25% read Hearing that made Paul very proud, and 25% read Hearing that made Paul very guilty.

Our stimuli also included the 24 non-emotional, filler stories that Gernsbacher et al. (1992) had used. We selected 12 of these non-emotional, filler stories for a common set of filler stories (i.e. the 12 non-emotional, filler stories that occurred in both the high- and low-density conditions). For the low-density condition, we wrote 12 additional non-emotional filler stories. Thus, in the high-density condition, 36 of the 48 stories (75%) that the subjects read were emotional stories, and 12 of the stories (25%) were non-emotional filler stories; in the low-density condition, 12 of the 48 stories (25%) that the subjects read were emotional stories, and 36 of the stories (75%) were non-emotional, filler stories. As mentioned previously, all filler stories were written in the same style in which the emotional stories were written, but the non-emotional filler stories were not intended to induce readers to activate emotional knowledge. The filler stories were distributed among the emotional stories in both the high- and low-density conditions.

We formed eight material sets by varying (1) the density of emotional vs non-emotional stories, (2) whether the emotion word in the target sentence matched vs mismatched the implied emotional state, and (3) which of the two sentence frames for each target sentence was presented.

Procedure. The subjects were tested individually in a session lasting 35–45 min. From a computer screen, the subjects read instructions, which told them that the experiment involved reading several short stories, and their task was to read each story at a natural reading rate. To encourage their comprehension, the subjects were required to write a suitable continuation for some of the stories. They did not know in advance which stories they would have to continue.

At the beginning of each story, the message “READY?” appeared in the centre of the screen. When the subjects pressed a response key, the message “READY?” disappeared. Then each sentence of a story appeared in the centre of the screen. After reading each sentence, the subjects pressed a response key, which caused that sentence to disappear and the next sentence to appear. After the last sentence of the story, either the words “Please Continue the Story” or the words “Short Wait” appeared. Whenever the words “Please Continue the Story” appeared, the subjects were instructed to pick up a nearby pencil and write a suitable continuation on a nearby clipboard. They were given 20 sec to write each continuation. The subjects wrote continuations for 12 stories (half emotional and half non-emotional). They had to read a practice story and write a continuation before proceeding with the actual experiment.

Results

Figure 2 displays the subjects' mean reading times for the target sentences when they contained matching vs mismatching emotion words in the two density conditions. As Fig. 2 illustrates, the subjects read the target sentences considerably more rapidly when they contained matching as opposed to mismatching emotion words [min F(1,71) = 99.34, P < 0.001]. This was the case in both the high-density condition [min F(1,125) = 22.81, P < 0.001] and the low-density condition [min F(1,115) = 45.10, P < 0.001]. This result suggests that readers can more easily map target sentences onto their developing mental structures when those target sentences contain matching as opposed to mismatching emotion words.

Figure 2 also illustrates the effect of the density manipulation. As Fig. 2 illustrates, the density manipulation did not affect the subjects' reading
The density manipulation did affect the subjects' reading times for the mismatching target sentences - mismatching target sentences were read more rapidly in the high-density condition than in the low-density condition [min \( F(1,78) = 8.39, P < 0.01 \)]. This different effect of the density manipulation on the matching vs. mismatching target sentences was manifested in a reliable interaction [min \( F(1,71) = 8.16, P < 0.01 \)].

Thus, even when the sentences contained converse mismatching emotion words, they were read more rapidly when the subjects read more emotional stories. We attribute this result to knowledge activation, not sentence mapping, because the mismatching sentences and the experimental stories were the same in the high- and low-density conditions; therefore, any difference in reading times must have been produced by factors outside the 12 experimental stories and their target sentences. We suggest that reading more emotional stories more strongly activates subjects' knowledge of emotional states, whereas reading fewer emotional stories less strongly activates subjects' knowledge of emotional states. This greater vs. lesser activation of emotional knowledge affected the subjects' reading times only to the mismatching sentences because information about the implied (matching) emotional states was already highly activated by the content of the stories.

However, a counter-explanation for the subjects' faster reading times to the mismatching sentences in the high- vs. low-density condition is that subjects adopted a strategy. In the high-density condition, the subjects read more mismatching target sentences. Although the subjects also read more matching target sentences in the high-density condition, perhaps the higher incidence of mismatching sentences encouraged them to adopt a strategy for dismissing them or reading them less thoroughly.

One way to investigate this counter-explanation is to manipulate the proportion of matching vs. mismatching target sentences. The logic underlying a proportion manipulation is simple: If a certain type of experimental trial occurs rarely, the subjects are unlikely to adopt a strategy for that type of trial. But if a type of trial occurs frequently, they are likely to adopt a strategy for responding to that type of trial - if the cognitive process tapped by that type of trial is under the subjects' strategic control.

For instance, consider the following experimental task: The subjects are shown pairs of letter strings (e.g. bortz-blaugh) and it is their task to decide whether or not each member of the pair is a word. On some trials, both members are words, and, on some of the trials in which both members are words, the two words are semantically related, e.g. bread-butter. A classic finding is that subjects respond to the second letter string more rapidly when it is a member of a related pair (Meyer & Schvaneveldt, 1971). For example, subjects respond to butter more rapidly when it is preceded by bread than when it is preceded by nurse.

Now, consider the following manipulation: In a low-probability condition, only one-eighth of the word pairs is related (bread-butter) and seven-eighths are unrelated (nurse-butter). In an equal probability condition, half the word pairs are related, and half are unrelated; and in a high-probability condition, the majority of the words are related, and only a small proportion is unrelated. In each condition, the subjects recognize the second word of the pair more rapidly if the pair is related, but the advantage is a function of the proportion of related trials. In the low-probability condition, the advantage is smallest; in the high-probability condition, the advantage is greatest (Tweedy, Lapinsky & Schvaneveldt, 1977). Presumably, the high proportion of related words encourages the subjects to adopt a strategy for capitalizing on the words' relations.

However, subjects do not always adopt a strategy, even when there is a high proportion of a particular type of trial. Subjects only adopt a strategy if they can. For instance, in a bread-butter experiment, subjects typically adopt a beneficial strategy when there is a high proportion of related trials. However, they do not adopt a strategy if they are not given enough time to process the first word of the pair; without enough time to process the first word, there is no difference between the low-, equal- or high-probability conditions (den Heyer, Briand & Dannenbring, 1985). In other words, there is no effect of the proportion manipulation.

Similarly, a proportion manipulation does not affect how likely it is that subjects will access the less-frequent vs. more-frequent meaning of an ambiguous word, e.g. the river's edge meaning of the word bank against the monetary meaning. According to Simpson and Burgess (1985), activating the less- vs. more-frequent meaning of an ambiguous word is not under subjects' strategic control; therefore, response times are unaffected by the probability manipulation.

In Experiment 2, we performed a probability manipulation to discover whether the subjects' reading times for the mismatching sentences in the high-density condition of Experiment 1 were due to a strategy the subjects may have adopted for dismissing or not fully attending to those mismatching sentences. In Experiment 2, we manipulated the proportion of matching vs. mismatching target sentences while holding constant the density of emotional stories. We used the highest possible density of emotional stories - all stories that the subjects read were emotional stories. And we again manipulated the emotion words in the target sentences (i.e. matching vs. mismatching).

**EXPERIMENT 2**

All 36 stories that the subjects read in Experiment 2 were emotional stories; there were no non-emotional, filler stories. With these 36 emotional stories, we manipulated the proportion of final sentences that con-
tained matching vs mismatching emotion words. There were three conditions. In the 75% mismatching condition, the final sentences for 27 stories contained mismatching emotion words, and the final sentences for only 9 stories contained matching emotion words. In the 50% mismatching condition, the final sentences for 18 stories contained matching emotion words, and the final sentences for an equal number of stories contained mismatching emotion words. In the 25% mismatching condition, the final sentences for only 9 stories contained mismatching emotion words, while the final sentences for 27 stories contained matching emotion words.

The data we analysed were reading times to the target sentences in a “common” set of 12 stories that occurred in all three probability conditions. Of these 12 emotional stories, half had target sentences with matching emotion words and half had target sentences with mismatching emotion words. All matching vs mismatching emotion words were converses (e.g. guilt and pride).

If the subjects’ reading times to the mismatching target sentences in Experiment 1 manifested a strategy that the subjects adopted, then the proportion manipulation in Experiment 2 should have also affected their reading times. More specifically, the subjects should have read the mismatching target sentences most rapidly in the 75% mismatching condition and least rapidly in the 25% mismatching condition, with the reading times for the 50% mismatching condition being somewhere in between. In contrast, if the subjects’ reading times to the mismatching target sentences in Experiment 1 manifested knowledge activation (produced by the density manipulation), then the proportion manipulation in Experiment 2 should not have affected the subjects’ reading times. Instead, the only result we should have observed in Experiment 2 would have been a difference between the subjects’ reading times to the matching vs mismatching target sentences. This result would reflect sentence mapping, which we predicted would be affected by the emotion word manipulation (matching vs mismatching), as we observed in all our previous experiments.

Method

Subjects. The subjects were 240 University of Oregon undergraduates who participated as one means of fulfilling a course requirement. Eighty subjects were randomly assigned to each of the 25%, 50% and 75% mismatching conditions.

Materials. The stimuli comprised the 36 emotional stories used in the high-density condition of Experiment 1. There were no non-emotional, filler stories. We formed 12 material sets by varying (1) whether the emotion word in the target sentence matched or mismatched the implied emotional state, (2) the proportion of matching vs mismatching target sentences, and (3) which of the two target sentence frames was presented.

Procedure. The procedure followed in Experiment 2 was the same as for Experiment 1.

Results

Figure 3 displays the subjects’ mean reading times for the target sentences when they contained matching vs mismatching emotion words in the three proportion conditions. As Fig. 3 illustrates, in all three proportion conditions, the subjects read the target sentences considerably more rapidly when they contained matching as opposed to mismatching emotion words [min \(F(1,36) = 82.96, P < 0.001\)]. However, as Fig. 3 also illustrates, the proportion manipulation did not affect either the subjects’ reading times to the matching target sentences or their reading times to the mismatching target sentences (all \(F_s < 1.5\)). These data suggest that the effect of the high-density condition on the subjects’ reading times to the mismatching sentences in Experiment 1 was not due to a strategy the subjects adopted. ²

CONCLUSIONS

These two experiments illustrate the roles that knowledge activation and sentence mapping play in how readers represent fictional characters’ emotional states. Our first experiment, using a density manipulation, isolated the role of knowledge activation from the role of sentence mapping. Our second experiment, using a proportion manipulation, demonstrated that this result was not due to the subjects’ strategies.

How is knowledge about emotional states acquired? How is it represented? And how is it activated? Although knowledge about emotional states might be represented as schemata (Schank & Abelson, 1977), an alternative to representing schemata is to represent original experiences only, albeit abstractly (Hintzman, 1988). Presumably, the subjects in our experiments had previously encountered experiences (either personally or vicariously, e.g. through literature) that resembled the experiences we

²In Experiment 2, the proportion of mismatching target sentences varied considerably more widely than it had in Experiment 1. In Experiment 1, the proportion of mismatching target sentences varied only from 12.5% (in the low-density condition) to 37.5% (in the high-density condition); however, a large difference in the subjects’ reading times was observed. In Experiment 2, the proportion of mismatching target sentences varied from 25 to 75%, yet no differences were observed.
and interpret emotional states; most likely they also differ in their tendency to represent and activate emotional knowledge.

Our previous results (Gernsbacher et al., 1992) suggest something provocative about the organisation of emotional knowledge. In our previous experiments, the emotion words in the target sentences varied from emotion words that matched, to emotion words that were of the same affective valence but were less likely, to emotion words that were the converses of the implied emotional states. The converses of the implied emotional states were least likely to be activated (as in the pronunciation experiment), and sentences containing converse emotion words were most difficult to map (as in the reading time experiment). This result is provocative because, as we stated before, our pairs of converse emotional states were identical to each other along many dimensions, although they differed along the critical dimension of their affective valence. According to a simple feature tally, our pairs of converse emotion words were, ironically, more similar to each other than the emotion words we paired by only the criteria of opposite affective valence. For example, guilt shares more features with pride than guilt shares with hope. Similarly, envy shares more features with sympathy than envy shares with joy or than sympathy shares with anger. How such converses are mentally represented to produce the effects we observed is a question for future research.

Let us turn our discussion towards the process of sentence mapping. We envision mapping as something like creating an object out of papier-mâché. Each strip of papier-mâché is attached to the developing object. Each layered strip augments the developing object, and appendages can be built, layer by layer. We have proposed that comprehenders build structures and sub-structures in a similar way: Each piece of incoming information can be mapped onto a developing structure, so that each new piece of information augments the developing structure.

Why does mapping occur? According to the Structure Building Framework (Gernsbacher, 1990), mental structures are built of memory nodes, which represent previously stored memory traces and are activated by incoming stimuli. The initial activation of memory nodes forms the foundations of mental structures. Once foundations are laid, incoming information is often mapped on because the more the incoming information overlaps with the previously represented information, the more likely it is to activate similar memory nodes. That is why the more the incoming information coheres with the previous information, the easier it is to map.

But what happens when the incoming information is less coherent and, therefore, more difficult to map onto an existing mental structure, as was the case with our mismatching target sentences? In such cases, it might be impossible for readers to map that sentence onto their developing structures without drawing what Haviland and Clark (1974) have termed a
“bridging” inference. In contrast to predictive or elaborative inferences, bridging, or what we shall call “coherence” inferences are drawn to resolve discrepancies.

For example, after reading the story about Joe, Tom and the 7-11 store, the subjects who read the target sentence It would be weeks before Tom’s pride would subside, might have drawn a coherence inference to resolve the discrepancy between what they thought Tom should have been feeling and what the story said he felt. Coherence (or backward) inferences differ from predictive (or forward) inferences, and coherence inferences are more likely to be drawn during comprehension than predictive inferences (Duffy, 1986; McKoon & Ratcliff, 1986; O’Brien, Shank, Myers & Rayner, 1988; Potts, Keenan & Golding, 1988; Singer, 1979; 1980; Singer & Ferreira, 1983). We propose that drawing a coherence inference activates additional knowledge that can facilitate the mapping process. Clearly, the vital roles that knowledge activation and sentence mapping play in successful comprehension deserve more empirical attention.
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